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Abstract—In this paper, a class of iterative signal restoration algorithms is derived based on a representation theorem for the generalized inverse of a matrix. These algorithms exhibit a first or higher order of convergence, and some of them consist of an on-line and an off-line computational part. The conditions for convergence, the rate of convergence of these algorithms, and the computational load required to achieve the same restoration results are derived. A new iterative algorithm is also presented which exhibits a higher rate of convergence than the standard quadratic algorithm with no extra computational load. These algorithms can be applied to the restoration of signals of any dimensionality. Iterative restoration algorithms that have appeared in the literature represent special cases of the class of algorithms described here. Therefore, the approach presented here unifies a large number of iterative restoration algorithms. Furthermore, based on the convergence properties of these algorithms, combined algorithms are proposed that incorporate a priori knowledge about the solution in the form of constraints and converge faster than the previously used algorithms.

I. INTRODUCTION

The recovery or restoration of a signal that has been distorted is one of the most important problems in signal processing applications [1], [18]. More specifically, the following degradation model is considered:

\[ y = Dx, \]  

(1)

where the vectors \( y \) and \( x \) represent, respectively, lexicographically ordered blurred and original signals. The matrix \( D \) represents a linear deterministic distortion which may be space varying or space invariant. When \( y \) and \( x \) represent images, then the distortion may be due to motion between the camera and the scene or due to atmospheric turbulence. The signal restoration problem is then to invert (1) or to find a signal as close as possible to the original one, subject to a suitable optimality criterion given \( y \) and \( D \).

Equation (1) also represents the more general degradation model where an additive noise term is considered. In this case, the restoration problem takes again the form of solving (1) for \( x \), where \( D \) is replaced by a square well-conditioned matrix and \( y \) by \( D^\top y \), where \( D^\top \) denotes the transpose of a matrix or vector. This case will be separately studied in Section III, since computationally simpler algorithms can be used.

Iterative algorithms are used in our work in solving the signal restoration problem. Iterative restoration algorithms have a number of advantages over direct or recursive restoration techniques, and they have been used extensively in the literature [18]. Most of these algorithms have a linear or first-order convergence rate. Singh et al. [19] derived an iterative restoration algorithm with a quadratic rate of convergence, when the matrix \( D \) in (1) is invertible. Morris et al. [14]-[16] and Lagendijk et al. [13] generalized this algorithm for higher orders of convergence. In their derivation, the matrix \( D \) in (1) was invertible. In [14]-[16] it was further assumed that \( D \) represents a convolution operator.

In this paper, we extend the results in [13]-[16] and [19] by showing that when \( D \) is singular, the higher order algorithms converge to the minimum norm solution of (1), provided that a solution exists. This is a very important result because for a large number of distortions of practical interest (motion, out-of-focus), the matrix \( D \) is singular. Furthermore, we derive iterative algorithms with linear and higher order convergence rates for the general case when \( D \) in (1) is a rectangular matrix. In this case, the limiting solution of these algorithms is the minimum norm least-squares (MNLS) solution of (1). The derivation of these algorithms is based on a representation theorem for the generalized inverse \( D^\top \) of the matrix \( D \). Iterative restoration algorithms benefit a great deal from the use of constraints which incorporate properties of the solution into the restoration process. However, the direct use of constraints with the higher order algorithms may result in divergence or meaningless results. We propose techniques which allow us to effectively use constraints with a combination of linear and higher order iterative algorithms.

The derivation of the linear and higher order algorithms obtaining the MNLS solution of (1) is presented in Section II. Computationally simpler higher order algorithms solving for the minimum norm solution of (1), when \( D \) is a square, positive semidefinite matrix, are presented in Section III. Such a situation may result, for example, when a noise term is added to (1). Then, after regularization, the restoration problem is again the solution of a set of linear equations analogous to (1), where \( D \) and \( y \) are replaced by another matrix \( A \) and a vector \( b \), respectively. These algorithms extend the results reported in [13]-[16] and [19]. In Section IV, the algorithms are compared with respect to their computational load. The incorporation of constraints is discussed in Section V, and a number of experimental results are presented in Section VI. Finally, conclusions are presented in Section VII.
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II. MINIMUM NORM LEAST-SQUARES SOLUTION

In this section we assume that the matrix $D$ in (1) is an $m \times n$ matrix, where $m \geq n$. That is, $D \in L(R^m, R^n)$, $x \in R^m$ and $y \in R^n$, where $L(R^m, R^n)$ is the set of matrices that map $R^m$ into $R^n$, the $n$-dimensional and $m$-dimensional Euclidean spaces, respectively. Let $R(D)$ and $R(D^*)$ denote, respectively, the range and the null space of $D$ and let $dim(S)$ denote the dimensionality of the subspace $S$ [20]. If $dim(R(D)) = r$, then since $dim(R(D^*)) = r$, we get that $dim(R(D)) = n - r$ and $dim(R(D^*)) = m - r$. Equation (1) has at most one solution if and only if $r = n$, and we get no solution if $y \in R(D^*)$. The degradation model of (1) can be modified so that $D$ is a square matrix ($m = n$), by increasing the size of $x$, by adding zeros, or by reducing the size of $y$. Even in this case, however, for a large number of common distortions (motion, out-of-focus), the distortion matrix is singular, that is, $r < n$. Since in both cases (square and rectangular $D$) it cannot be guaranteed that $y \in R(D)$, a least-squares (LS) solution is sought (the case when $D$ is square and $y \in R(D)$ will be studied in Section III). Such a solution minimizes the Euclidean norm $\|Dx - y\|$. The LS solution satisfies the normal equations

$$D^T Dx = D^T y.$$  

(2)

The set of $x$'s that satisfy (2) forms a closed convex set which contains a unique vector of minimum norm [5]. Then the generalized inverse $D^* \in L(R^m, R^n)$ is defined by $D^* y = x^*$, where $x^*$ is the minimum norm least-squares (MNLS) solution of (1). A general theorem representing $D^*$ as the limit of a sequence of matrices, presented in Groeth [5], is presented next without proof, due to its significance.

A. Representation of $D^*$ and $x^*$

Theorem 1: Suppose $D \in L(R^m, R^n)$ and let $D^* = D^T D / R(D^T)$. If $\Omega$ is an open set with $\sigma(D^*) \subset \Omega \subset (0, \infty)$ and $\{ f_k(z) \}$ is a family of continuous real valued functions on $\Omega$ with $\lim_k f_k(z) = z^{-1}$ uniformly on $\sigma(D^*)$, then

$$D^* = \lim_k f_k(D^*) D^T,$$  

(3)

where the convergence is in the uniform topology for $L(R^m, R^n)$. Furthermore,

$$\| f_k(D^*) D^T - D^* \| \leq \sup \left\{ 1 - z f_k(z) \right\} \cdot \| D^* \|,$$  

(4)

where the supremum is taken over all $z \in \sigma(D^*)$.

Some of the notation used above is as follows. The spectral radius of a square matrix $T$ and the restriction of $T$ to a subspace $S$ of $R^n$ are, respectively, denoted by $\sigma(T)$ and $T/S$ [20]. Clearly, the matrix $D^*$ is symmetric and positive definite. Therefore, its spectral radius is a subset of the set $(0, \infty)$.

Theorem 1 is very powerful because it provides us with a general expression (3) for representing and iteratively computing the generalized inverse of a matrix. Further-
which converges to \( x^* \) for
\[
0 < \beta < 2 \cdot \| D \|^{-2}.
\] (12)

Iteration (11) also results from a successive approximations approach to the solution of the normal equations (2). It has been studied and used extensively for signal restoration [7], [18]. According to (8), the rate of convergence of iteration (11) is linear and it is characterized by the relation
\[
\frac{\| x_k - x^* \|}{\| x^* \|} \leq c^{k+1},
\] (13)
where [5]
\[
c = \max \left\{ \left\| 1 - \beta \cdot D \right\|, \left\| 1 - \beta \cdot D^\dagger \right\|^{-2} \right\}.
\] (14)

An equivalent way of describing the linear rate of convergence of iteration (11) is with the use of the residual error at step \( k \) of iteration (9) [3]. It is defined as
\[
r_k = 1 - z f_k(z)
\] (15)
and it represents the residual error associated with each eigenvalue of \( D^* \), since \( z \in \sigma(D^*) \). Then, according to iteration (9),
\[
r_{k+1} = r_k r_k^*.
\] (16)

Equation (16) represents a straight line on the \( r_k r_{k+1} \) plane.

C. Higher Order Algorithms

Consider the sequence of functions \( \{ f_k(z) \} \) for an integer \( p \geq 2 \)
\[
f_0(z) = \beta > 0,
f_{k+1}(z) = f_k(z) \sum_{i=0}^{p-1} (1 - z f_k(z))^i.
\] (17)
The sequence defined by (17) converges uniformly to \( z^{-1} \) on compact subsets of \( \Omega_{\beta} \) (10) [3], [5]. Application of Theorem 1 results in the algorithm [3], [5], [8]–[10]
\[
D_0 = \beta D^\dagger D, \quad x_0 = \beta D^\dagger y,
\] (18a)
\[
\Phi_k = \sum_{\ell=0}^{p-1} (I - D^\ell y),
\] (18b)
\[
D_{k+1} = \Phi_k D, \quad x_{k+1} = \Phi_k x_k.
\] (18c)

An advantage of iteration (18) is that the matrix sequence \( \{ \Phi_k \} \) or \( \{ D_k \} \) can be computed in advance or off-line, although for a general \( D \) this may result in excessive storage. The solution sequence \( \{ x_k \} \) is then computed on-line after the distorted data \( y \) is available. As observed from (18), the limit of \( D_k \) is the projection onto the row space of \( D \). This projection is equal to the identity matrix when \( D \) is invertible. That is, the distortion matrix is also updated. This means that if \( x_k \) is interpreted as the observed distorted signal at each iteration, then the distortion operator, which maps the original signal into \( x_k \), is approaching the identity operator (if the inverse exists) as the iteration number increases.

Algorithm (18) exhibits \( p \)-th order of convergence. That is, according to relation (8) [3], [6],
\[
\frac{\| x_k - x^* \|}{\| x^* \|} \leq c^p,
\] (19)
where the convergence factor \( c \) is given by (14). Equivalently, it is easily shown that [3]
\[
r_{k+1} = r_k^p,
\] (20)
where \( r_k \) is defined by (15). Equation (20) represents a \( p \)-th order curve on the \( r_k r_{k+1} \) plane. Certain of these curves for \( p = 2, 3, 4, 9, 20 \) are shown in Fig. 1. The curve representing the rate of convergence of the linear algorithm (16) is also shown. Clearly, as \( p \) increases, the residual error for most of its values tends to go to zero in one iteration. Notice that the values \(-1 \) and \( 1 \) are excluded from the range of values that \( r_k \) takes.

D. A New Iterative Algorithm

Let us regard \( z^{-1} \) as the root of the function \( f(u) = (u^{-1} - z)^\eta \), where \( \eta > 0 \). If the Newton–Raphson method is used in approximating this root, then the sequence \( \{ u_k \} \) is generated according to [3]
\[
u_{k+1} = u_k \left[ 1 + \frac{1}{\eta} (1 - \eta z u_k) \right],
\] (21)
for a suitable \( u_0 \). Suppose that for \( \beta > 0 \), a sequence of functions \( \{ f_k(z) \} \) is defined by
\[
f_0(z) = \beta
\] and
\[
f_{k+1}(z) = f_k(z) \left[ 1 + \frac{1}{\eta} (1 - z f_k(z)) \right].
\] (22)
The convergence and the rate of convergence of this algorithm can be described by considering \( r_k \) defined by (15). That is, it is found in a straightforward way that
\[
r_{k+1} = \frac{1}{\eta} r_k (r_k + \eta - 1).
\] (23)

Note that for \( \eta = 1 \), this algorithm becomes the quadratic algorithm \( (p = 2) \) of (17). The curves described by (23) for different values of \( \eta \) are shown in Fig. 2. The lines \( r_{k+1} = r_k \) and \( r_{k+1} = -r_k \), also shown in this figure, are dividing the space into the regions I and II, defined, respectively, by \( |r_{k+1}| < |r_k| \) and \( |r_{k+1}| \geq |r_k| \). Clearly, if part of the curve represented by (23) for a certain \( \eta \) lies in region I, and if \( |r_0| < 1 \), iteration (22) converges; otherwise, it may not converge. For example, for \( \eta > 1 \) and \( |r_0| < 1 \), iteration (22) converges to \( z^{-1} \) on compact subsets of \( \Omega_{\beta} \), although the convergence rate of the algorithm may be slower than that of the quadratic.

On the other hand, for \( 0.5 < \eta < 1 \), the part of the curve (23) for which \( r_k \leq -\eta \) lies in the region II. Therefore, we need to restrict the residuals to satisfy \( r_k > -\eta \).
where \( \eta = 1 \) for \( k = 0 \) and \( 0.5 < \eta < 1 \) for \( k \geq 1 \). In general, the rate of convergence of iteration (24) depends on the distribution of the eigenvalues of the matrix \( D^* \) defined by Theorem 1.

### III. Minimum Norm Solution

In this section we consider the solution of

\[
Ax = b, \tag{25}
\]

where \( A \) is a square positive semidefinite matrix and \( b \in \mathbb{R}(A) \). This is a case of special interest. Equation (25) may be the degradation model of (1), when, for example, \( D = A \) represents the degradation due to atmospheric turbulence. Equation (25) may also result from the regularization of the ill-posed signal restoration problem. More specifically, the following degradation model is considered.

\[
y = Dx + w, \tag{26}
\]

where \( y \) and \( x \) represent, respectively, the lexicographically ordered distorted and original signals, and \( w \) denotes the additive noise. According to a regularization approach presented in [7] and [11], the solution of (26) is replaced by the solution of the well-conditioned system of equations

\[
(D^*D + \alpha C^*C)x = D^*y. \tag{27}
\]

The matrix \( C \) represents a high-pass filter and its role is to restrict the energy of the restored signal at high frequencies, due primarily to the amplified noise. The regularization parameter \( \alpha \) is a function of the signal-to-noise ratio [7]. Therefore, the presence of additive noise in the degradation model does not alter the form of the iterative algorithms presented in Section II, since (1) is now replaced by (25).

Clearly, (25) can be solved by using any of the algorithms presented in Section II. A key difference, however, between (1) and (25) is that although matrix \( D \) is in general a rectangular matrix, matrix \( A \) is always square, positive definite, or positive semidefinite. Therefore, (25) might have a solution, which means that \( b \in \mathbb{R}(A) \). As a matter of fact, the constraint \( C \) can be designed in such a way that \( b \in \mathbb{R}(A) \) [7]. In this case, the minimum norm solution can be found with fewer computations than those required by the least-squares approach, as is shown next.

An iteration due to Bialy [2] with linear rate of convergence, suitable for finding the solution of (25), is presented by the following theorem.

**Theorem 2:** Let \( A : \mathbb{R}^n \rightarrow \mathbb{R}^n \) be a positive semidefinite matrix. For \( b \in \mathbb{R}^n \), \( x_0 \in \mathbb{R}^n \) consider the iterative process

\[
x_{k+1} = x_k + \beta(b - Ax_k), \tag{28}
\]

where \( 0 < \beta < 2 \cdot \|A\|^{-1} \). Then, the sequence \( \{x_k \} \) converges to \( x^* = \hat{x} + P_{\mathbb{R}(A)}\{x_0\} \), where \( \hat{x} \) is the minimum norm solution of \( Ax = b \) and \( P_{\mathbb{R}(A)}\{x_0\} \) is the projection of \( x_0 \) onto the null space of \( A \), if and only if \( b \in \mathbb{R}(A) \).

We can think of iterations (11) and (28) as forming a
Theorem 3: Let \( A : \mathbb{R}^n \rightarrow \mathbb{R}^n \) be a positive semidefinite matrix. For a given integer \( p \geq 2 \) and \( \beta > 0 \), consider the iterative process

\[
A_0 = \beta A^T, \quad x_0 = \beta b, \quad \Phi_k = \sum_{i=0}^{p-1} (I - A_i)^T, \quad A_{k+1} = \Phi_k A_k, \quad x_{k+1} = \Phi_k x_k,
\]

where \( 0 < \beta < 2 \cdot \| A \|^{-1} \). Then the sequence \( \{x_k, k \geq 0\} \) converges to \( x^* = \hat{x} \), where \( \hat{x} \) is the minimum norm solution of \( Ax = b \), if and only if \( b \in \mathcal{R}(A) \).\]

The proof of Theorem 3 is presented in the Appendix. Algorithm (29) with \( p = 2 \) was proposed by Singh et al. [19] for the case that \( \| I - A \| < 1 \), and by Morris et al. [14] for the case that \( A \) is positive definite and represents a linear space invariant system (convolution case). Algorithm (29) for any \( p \geq 2 \) was proposed by Morris et al. [14], [15] and by Lagendijk et al. [13] for the case that \( A \) is positive definite. Therefore, Theorem 3 extends the previously reported results.

IV. COMPARISON BASED ON THE COMPUTATIONAL LOAD

The question we address in this section is the following. For a specific restoration problem, which of the iterative algorithms presented in Sections II (B, C, and D) and III should one use? We answer this question by considering the amount of computation required by each algorithm in obtaining the same solution point or in satisfying the same error criterion.

Clearly, algorithms (28) and (29), if applicable, should be used, since they require fewer computations than their counterparts, iterations (11) and (18), respectively. Additionally, iteration (24) should be used over iteration (18) for \( p = 2 \), if \( \eta \) is chosen according to the discussion in Section II-D, since the former requires the same number of computations as the latter, with the exception of an additional multiplication by the scalar \( 1/\eta \). Therefore, in the following, the algorithms of Section II-B and C will be compared. The same comparison holds true for the algorithms of Section III.

Iterative algorithms give the exact solution as \( k \to \infty \), but in practice the iterative process is terminated after a finite number of iterations. Since the distortion operator is known, \( c \) in (14) is known, therefore, the number of iterations required by the algorithms to reach an approximate solution can be computed. More specifically, let us denote by \( k_i \) and \( k_p \) the iteration steps of the first and \( p \)-th order algorithms, respectively. Let us also suppose that \( m_p \) iterations of the \( p \)-th order algorithm are run, that is, \( k_i = 1, \ldots, m_p \). Then, according to (13) and (19), the \( k_p \)-th iteration step of algorithm (18) is equivalent to \( N(k_p) \) iterations of the linear algorithm, where

\[
N(k_p) = p^{k_p} - p^{k_p-1}.
\]

That is, had the \( k_p \)-th iteration step of algorithm (18) been replaced by \( N(k_p) \) iteration steps of algorithm (11), the restoration results would have been the same. Now, the total number of iteration steps of algorithm (11) denoted by \( m_i \), which are equivalent to \( m_p \) iteration steps of algorithm (18), are given by the expression

\[
m_i = \sum_{k=1}^{m_p} N(k_i) = p^{m_i} - 1.
\]

According to (31), due to the exponential relation between \( m_i \) and \( m_p \), a tremendous number of iterations may be required by the linear algorithm in obtaining the same result with a higher order algorithm. For example, if \( p = 5 \) and \( m_p = 10 \), then \( m_i = 9765624 \). However, the relation between the computational load required by the linear and \( p \)-th order algorithm in running, respectively, \( m_i \) and \( m_p \) iterations, is not exponential, as explained below.

In the general case, let us assume that matrix \( D \) has dimensions \( m \times n \); then \( D^* \) is an \( n \times n \) square matrix. Thus, the computational load for the linear algorithm after \( m_i \) iterations is

\[
M_i = n^2 + (m + 1)n m \text{ multiplies and } A_i = n^2 (m + 1) + (m + 1)n m \text{ additions, with a total of } C_i = n^2 (2m - 1) + 2(m + 1)n m \text{ operations.}
\]

On the other hand, \( m_p \) iterations of the \( p \)-th order algorithm require

\[
M_p = n^2 + m_p[n m + (p - 1)n^2 m] \text{ multiplies and } A_p = n^2 (m - 1) + m_p[n (2m - 1) + (p - 1)n^2 m] \text{ additions, with a total of } C_p = n^2 (2m - 1) + m_p[n (2m - 1) + 2(p - 1)n^2 m] \text{ operations.}
\]

The efficiency of the higher order algorithms over the linear depends on the order chosen, the dimensions \( m \) and \( n \) of the matrix \( D \), and the number of iterations required. Table I shows the smallest number of iterations which the quadratic algorithm \( (p = 2) \) must run in order to be computationally more efficient than the linear algorithm, as a function of the dimensions of the matrix \( D \). In this case, matrix \( D \) is considered to be square \( (m = n) \) and multiplies and additions are assumed to require the same amount of computation. According to Table I, although the required number of computations per iteration is greater for the higher order algorithms, the overall computational load is indeed less than that required by the linear algorithm, after a small number of iterations. The latter is due to the fact that the error for a given \( p \) decreases exponentially with a factor \( p \), whereas the number of computations increases linearly with the same factor.

The computational savings with the use of the higher order algorithms increases when the distortion matrix \( D \) has a special form. For example, consider the common case when \( D \) is circulant. Then the algorithms are implemented using the Discrete Fourier Transform (DFT). For the linear algorithm, the number of computations after \( m_i \)
iterations is \( M_1 = (m_1 + 2)N_F \) complex multiplies and \( A_1 = (m_1 + 1)N_F \) complex additions, with a total of \( C_1 = (2m_1 + 3)N_F \) complex operations, where \( N_F \) is the extent of the DFT. For the \( p \)th-order algorithm, the number of computations after \( m_p \) iterations is \( M_p = (m_p + 1)N_F \) complex multiplies and \( A_p = m_p(p - 1)N_F \) complex additions, with a total of \( C_p = [m_p(2p - 1) + 1]N_F \) complex operations. Clearly, since \( C_1 \) and \( C_p \) depend linearly on \( m_1 \) and \( m_p \), respectively, while the relation between \( m_1 \) and \( m_p \) is exponential, according to (31), \( C_p \) decreases relatively to \( C_1 \) as the order \( p \) and iteration number \( m_p \) increase. For example, consider the case when \( p = 3 \) and \( m_2 = 8 \); then \( C_1 = 25N_F \). According to (31), the equivalent number of iterations for the linear algorithm is \( m_1 = 255 \) and \( C_1 = 513N_F \). If \( p = 3 \) and \( m_3 = 8 \), then \( C_1 = 41N_F \). In this case, the linear algorithm requires \( m_1 = 6560 \) and \( C_1 = 13123N_F \) complex operations.

The analysis of the required computational load can be carried out from a different point of view, if we assume that an error threshold \( \epsilon \) is determined in advance in terminating the iteration. Then, we are interested in finding the smallest \( m_1 \) or \( m_p \), and of course that choice of the order \( p \) which minimizes the total number of computations. By using (13), \( m_1 \) is determined by \( m_1 = \lceil \log (\epsilon/c)/\log (c) \rceil \), where \( \lceil x \rceil \) is the smallest integer which is greater than or equal to \( x \). For the higher order algorithms, \( m_p \) is given by

\[
m_p = \lceil \log (\log (\epsilon)/\log (c)) / \log (p) \rceil ,
\]

and the optimum order \( p_{opt} \) minimizes \( C_p/N_F \). Two examples with \( \epsilon = 0.9 \) are given in Table II. In the first example, \( \epsilon = 10^{-3} \) and \( p_{opt} = 3 \), \( m_1 = 4 \), and \( C_1 = 21N_F \). In the second example, \( \epsilon = 10^{-6} \) and \( p_{opt} = 2 \), \( m_2 = 8 \), and \( C_1 = 25N_F \). Note that in the last example, the linear algorithm would require \( m_1 = 131 \) iterations and \( C_1 = 265N_F \) complex operations in order to meet the same error criterion.

In conclusion, the computational load required by the \( p \)th-order algorithm is indeed smaller when compared to the computational load required by the linear algorithm. This statement is further amplified if the order \( p \) is a composite number. Then arithmetic computations are reduced dramatically, due to the decomposition of the \( p \)th-order algorithm into lower order algorithms, as was discussed by Morris et al. [16].

V. Combined Algorithms

An attractive feature of the linear iterative algorithms of (11) and (28) is the possibility of incorporating prior knowledge about the solution into the restoration process, in the form of constraints [18]. Among the different constraints, the nonlinear positivity constraint has been shown to be very powerful and useful [18]. However, according to our experimental evidence, when the positivity constraint is used with the higher order algorithms, it generally leads to erroneous results or causes divergence. The qualitative explanation we offer at this point is that this behavior is due to the decoupling of the computation of \( D_y \) from the computation of \( x_k \) in (18), (24), and (29). That is, there is no adjustment mechanism in the higher order algorithm as with the linear algorithm via the error term \( (y - Dx_k) \) in (11) or the error term \( (b - Ax_k) \) in (28). Therefore, the development of constrained higher order algorithms is an open research topic. A first step toward this direction is an iterative algorithm which makes use of both the linear and the \( p \)th-order algorithms along with the application of constraints, as discussed next for the algorithm in Section II [3, 10].

Let us denote by \( k_1 \) and \( k_p \) the iteration numbers of the first and \( p \)th order algorithms, respectively. According to (30) and (31), a combination of these algorithms can produce the same restoration results as each algorithm alone. More specifically, given a positive number \( \epsilon \), the required total number of iterations \( m_1 \) and \( m_p \) for algorithms (11) and (18), respectively, are determined as discussed in Section IV. If \( m_p \) is even(odd), then the \( p \)th order algorithm updates the solution only at its odd(even) iteration steps except at the last one, while its even(odd) iteration steps are replaced by \( N(k_p) \) equivalent iterations of algorithm (13). (The opposite occurs for \( m_1 \), odd.) The last iteration of the \( p \)th order algorithm is replaced by \( K = m_1 \)

<table>
<thead>
<tr>
<th>( n )</th>
<th>( n_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>3.4</td>
<td>4</td>
</tr>
<tr>
<td>5.7</td>
<td>5</td>
</tr>
<tr>
<td>8.11</td>
<td>6</td>
</tr>
<tr>
<td>12.20</td>
<td>7</td>
</tr>
<tr>
<td>21.35</td>
<td>8</td>
</tr>
<tr>
<td>36.63</td>
<td>9</td>
</tr>
<tr>
<td>64.113</td>
<td>10</td>
</tr>
<tr>
<td>114.204</td>
<td>11</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

TABLE II

<table>
<thead>
<tr>
<th>( \epsilon )</th>
<th>( p )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \epsilon = 10^{-3} )</td>
<td>( m_p )</td>
<td>65</td>
<td>7</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>( C_p/N_F )</td>
<td>133</td>
<td>22</td>
<td>21</td>
<td>29</td>
<td>26</td>
<td>34</td>
<td>40</td>
<td>46</td>
<td>55</td>
<td>30</td>
</tr>
<tr>
<td>( \epsilon = 10^{-6} )</td>
<td>( m_p )</td>
<td>131</td>
<td>8</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>( C_p/N_F )</td>
<td>205</td>
<td>25</td>
<td>26</td>
<td>29</td>
<td>37</td>
<td>34</td>
<td>40</td>
<td>46</td>
<td>52</td>
<td>58</td>
</tr>
</tbody>
</table>
iterations of algorithm (13). For example, if \( m_p \) is even, then for \( k_p = 1, 3, \ldots, m_p - 1 \), we have \( k_1 = 0 \), while for \( k_p = 2, 4, \ldots, m_p - 2 \), we have \( k_1 = 1, 2, \ldots, N(k_p) \), and for \( k_p = m_p \), we have \( k_1 = 1, 2, \ldots, K \). In general, if we denote by \( k \) the iteration number of the combined algorithm, then

\[
k = \left( \left\lfloor \frac{k_p}{2} \right\rfloor \right) - \text{mod} \left( k_p - 2, 2 \right) + \sum_{i=1}^{k_p-1} N(k_p) \cdot \text{mod} \left( i \cdot m_p, 2 \right) + k_1,
\]

where \( \text{mod} (i, 2) \) represents the modulo operation. When the combined algorithm is used, the proper deterministic constraint(s) can be imposed whenever algorithm (11) is applied. Note that, since after the incorporation of constraints (30) does not hold as is, the range of \( k_1 \) can be smaller than \( N(k_p) \).

Adaptive regularized iterative image restoration algorithms have also appeared in the literature [6], [11], based on iterations (11) and (28). We have proposed a combined adaptive iterative algorithm based on iterations (11), (18), and (29) [4]. The same idea is used as the one described above. That is, one iteration of the \( p \)th-order algorithm (118), for example, is combined with \( N(k_p) \) iterations (30) of the linear adaptive algorithm, in forming a combined adaptive iteration step.

VI. EXPERIMENTAL RESULTS

Certain experimental results which demonstrate some of the basic ideas of the previous sections are described in this section. A synthetic signal of length 64 samples consisting of two impulses, \( x(n) = \delta(n - 30) + \delta(n - 35) \), is used in our experiments. The simulated distortion is due to motion over 11 samples. The impulse response of such a distorting system is a rectangle, resulting in a singular matrix \( D \). The normalized residual error [left-hand side of conditions (13) and (19)] is shown in Fig. 3, resulting respectively from the application of iterations (11) and (18) for different values of \( p \). In our simulations, the value of \( x^* \) was substituted by the available signal \( x_m \). The normalized error is shown again in Fig. 4 with the application of the positivity constraint. The combined algorithm described in Section V for \( m_p \) even is implemented in this case for the higher order algorithms. It is observed in this case that the smaller the parameter \( p \), the higher the convergence rate. This is due to the fact that the smaller the parameter \( p \), the more often the higher order algorithm is applied. Due to this observation, the linear algorithms combined with the algorithm proposed in Section II-D is not shown in Fig. 4, since its performance is very similar with the performance of the quadratic algorithm.

Finally, the algorithm with quadratic convergence is compared to the algorithm proposed in Section II-D. The distortion is the same as before, while an image line is used as a test signal. The normalized error is shown in Fig. 5. The faster convergence of the new algorithm over the quadratic algorithm is obtained with no extra computational load.
VII. DISCUSSION AND CONCLUSIONS

A number of iterative signal restoration algorithms have been derived based on a representation theorem for the generalized inverse of a matrix. Some of these algorithms appear in the literature and some are new. An algorithm relating to the method of stochastic approximations can be also derived based on Theorem 1 [3], [5], [12]. Therefore, the approach followed here unifies the derivation of a large number of iterative restoration algorithms. These algorithms are applicable to the general case when additive noise is considered in the distortion model. The restoration approach is the same since the solution of (1) is replaced by the solution of (25). According to the analysis of Section IV, the application of the higher order algorithms is more advantageous due to the computational savings. In addition, due to the fact that they require a smaller number of iterations to converge, truncation or roundoff errors may be less pronounced.

One of the attractive properties of the linear restoration algorithms is the possibility of incorporating constraints in the iteration, which express a priori knowledge about the solution. Although the straightforward incorporation of constraints in the higher order algorithms results in undesirable results, we have proposed an algorithm which combines the constrained linear and the $p$th-order iterations. This combined algorithm converges faster than the constrained linear algorithm and with less overall computational load.

The algorithms presented can be used for the restoration of signals of any dimensionality as well as for the solution of any type of inverse problem which accepts the formulation of (1) or (25). The application of the algorithms to band-limited signal extrapolation is currently under investigation. Since the approach presented here in deriving iterative restoration algorithms is general, the use of other families of functions $f_i(z)$ which satisfy Theorem 1, and may lead to useful iterative restoration algorithms, is also currently under investigation.

APPENDIX

PROOF OF THEOREM 3

Denote by $\lambda_i$, $i = 1, \ldots, n$ the eigenvalues of $A$. Since $A$ is positive semidefinite, $\lambda_i > 0$ for $i = 1, \ldots, r$ and $\lambda_i = 0$ for $i = r + 1, \ldots, n$, where $r$ is the rank of the matrix. Since $A$ is symmetric, it has a complete set of orthonormal eigenvectors $u_1, \ldots, u_n$, where $(u_i, u_j) = \delta_{ij}$. That is, $A$ can be written as

$$A = U\Lambda U^T = \begin{bmatrix} u_1 & \cdots & u_n \end{bmatrix} \begin{bmatrix} \lambda_1 & \mathbf{0} & \cdots & \mathbf{0} \\ \mathbf{0} & \ddots & \mathbf{0} \\ \mathbf{0} & \cdots & \lambda_n \end{bmatrix} \begin{bmatrix} u_1^T \\ \vdots \\ u_n^T \end{bmatrix}.$$  (A-1)

If we define

$$T = (I - \beta A) = U(I - \beta \Lambda)U^T,$$  (A-2)

and $T_k = I - A_k$, then the iterative algorithm (29) can be written as

$$T_0 = T, \quad x_0 = \beta b,$$

$$T_{k+1} = T_k^T, \quad x_{k+1} = \left\{ \sum_{i=0}^{r-1} T_i \right\} x_k.$$  (A-3)

Solving for $x_k$, we obtain the following formula:

$$x_k = \beta \sum_{i=0}^{r-1} U(I - \beta \Lambda)^i U^T b.$$  (A-4)

or by using (A-2),

$$x_k = \beta \sum_{i=0}^{r-1} U(I - \beta \Lambda)^i U^T b.$$  (A-5)

Since $A$ is symmetric, $R^T = \mathcal{R}(A) + \mathcal{R}(A^T) = \mathcal{R}(A^T) + \mathcal{R}(A)$. The eigenvalues of $A$ span $\mathcal{R}(A)$ since

$$Au_i = \lambda_i u_i, \quad \text{or} \quad u_i \in \{ A, \text{eigenvectors} \}.$$  

Therefore, since $A$ is symmetric, $R = \mathcal{R}(A) + \mathcal{R}(A^T) = \mathcal{R}(A^T) + \mathcal{R}(A)$.

where $c = [c_1, \ldots, c_n]^T$ is the coefficient column vector. From (A-5) and (A-6) we get

$$x_k = \beta \sum_{i=0}^{n-1} U(I - \beta \Lambda)^i c = \beta \sum_{j=1}^{n} \left\{ c_j \| u_j \| \sum_{i=0}^{r-1} (1 - \beta \lambda_i)^i \right\}.$$  (A-7)

Since $\lambda_i$ is positive semidefinite, $0 < \lambda_{\max} \leq \| A \|$. In fact, $\lambda_{\max} = \| A \|_2$. It is assumed that

$$0 \leq \beta \leq \frac{1}{\lambda_{\max}^2}.$$  (A-8)

Therefore, since $\lambda_i > 0$ for $i = 1, \ldots, r$

$$0 < \beta \lambda_i < 1,$$  (A-9)

and

$$(1 - \beta \lambda_i)^{k+1} \rightarrow 0 \quad \text{for} \quad k \rightarrow \infty.$$  (A-10)

where $p$ is a positive, strictly increasing function of $k$ such that $p(1) \geq 1$. Now, if $b \in \mathcal{R}(A)$

$$c_{r+1} = \cdots = c_n = 0.$$  (A-11)

Finally, from (A-7) we get

$$x_k = \sum_{j=1}^{r} c_j \lambda_j^{-1} \left[ 1 - (1 - \beta \lambda_j)^p \right] u_j$$  (A-12)

and for $k \rightarrow \infty$, due to (A-10),

$$\hat{x} = x_\infty = \sum_{j=1}^{r} c_j \lambda_j^{-1} u_j.$$  (A-13)
where $\hat{x}$ is the minimum norm solution, since $A\hat{x} = b$ and the infinite set of solutions is equal to $x = \hat{x} + \bar{x}$, where $\bar{x} \in \mathbb{R}(A)$. Now if $b \notin \mathbb{R}(A)$, from (A-7) and (A-10), we get

$$x_k = \beta \sum_{j=1}^{r} \left( c_j u_j \sum_{l=0}^{p-1} \left( 1 - \beta \lambda \right)^l \right) + \beta^{r} \sum_{l=r+1}^{n} c_l u_l$$

(A-14)

and for $k \to \infty$, $x_k \to \infty$ since at least one of the $c_i$, where $i = r + 1, \ldots, n$, is different from zero. Q.E.D.
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